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Huge progress has beenmade on ‘Augmented Reality’ (AR) techniques such as registration, tracking, and display
hardware. However, a construction AR system should be more convenient and combined with in-use applica-
tions to support multi-disciplinary users throughout construction lifecycle. This paper presents a video-based
on-line AR environment and a pilot cloud framework. The contribution lies in two aspects: firstly, an environ-
ment utilizing web3D is demonstrated, in which on-site images are rendered to box nodes and registered with
virtual objects through a three-step method; secondly, it is further extended to be “cloud” through federation
of BIM (building information modeling) and BSNS (business social networking services). Technical solutions to
key issues such as authoring, publishing, and composition are designed. The proposed environment is seamlessly
integrated into in-use information systems and therefore enjoys greater usability. Implementations demonstrate
how this framework and environment work. Although preliminary, it is conclusive for proof of concept.

© 2012 Elsevier B.V. All rights reserved.
1. Introduction

The concept of ‘Augmented Reality’ (AR) generally refers to
superimposing computer generated virtual objects over real
objects/scenes to produce a mixed world. Users can acquire addi-
tional information of real world by rendering this mixed overlay in
devices such as head mounted displays, see through glasses, and hand
held monitors. AR originates from ‘virtual reality’ (VR) and provides a
semi-immersive environment; it emphasizes accurate alignment be-
tween real scenes and corresponding virtual world imagery in real
time, or with right timing. As a widely acknowledged promising tech-
nology for enhancing human perception, it attracts many research at-
tentions in a number of domains such as entertainment, tourism, and
engineer [1–4].

The power of AR concept lies in the fact that it presents opportuni-
ties for users to interact with most interested digital content in a more
natural way by virtue of effectual merging of the two environments
[2]. A substantial of research work has been reported, which mainly
+86 21 65981368.
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falls into two dimensions: horizontal (application domain) and vertical
(technology). [5–7] gave comprehensive reviews regarding AR imple-
mentation technologies, which identified tracking, registration and dis-
play as key issues to a successful AR system. Huge progress has been
made on these issues; however, they are generally acknowledged as
open questions. Horizontal researchwork indicates that different appli-
cation areas require distinct implementation consideration, such as for
fun and better experience in entertainment, for guidance in tourism,
and for collaboration in engineering.

For a long time, AEC (architecture, engineering, and construction)
sector has been regarded as a suitable and ripe application domain for
AR. A number of fruitful findings have been reported [8–11], which
demonstrates AR's potential and feasibility in this area. However, avail-
able literatures show that there is little matured AR industrial applica-
tion in AEC practice. Most existing works confine themselves to
research-stage lab prototypes [12,13]. The reasons are complex. To
our observation, one important reason can be ascribed to inadequate
consideration on usability. For example, many reported AR systems
use special devices that are cumbersome, inconvenient, even causing
ergonomics issues such as fatigue and discomfort [2,6]. Furthermore,
most systems are designed as independent systems, isolated fromdom-
inating AEC applications such as BIM (building information modeling)
and PMS (project management system). Without effective integration
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mechanism, the performance of applying AR techniques to BIM/PMS is
poor due to iteratively revised model versions in construction stages. In
addition, AEC sector is highly fragmented, one-of-a-kind, and adversar-
ial by itself. It has to deal with complex business relations, communica-
tions and process [14], which heavily requires multi-disciplinary
collaboration among project participants and stakeholders. Current AR
systems are mostly single-user oriented; although there are some re-
searches investigating network and collaboration environment, they
are not sufficient enough to fulfill AEC intrinsic requirements.

To achieve a prevalent industrial embracement in AEC sector, it is
advisable to apply AR in mainstream AEC applications throughout con-
struction lifecycle. We observe that in this applying process it is neces-
sary to address, besides aforementioned key AR technique issues, at
least three other critical issues: usability (easy and more convenient
for use), virtual objects sourcing (automatic mapping with BIM), and
collaboration (support multiple users and re-use, both synchronous
and asynchronous). Innovative solutions and new research methods
are required on these critical practical-oriented considerations.

In this paper, we propose a novel AR framework and environment
toward this direction. We focus on these three issues by studying how
AR technologies can be seamlessly integrated into mainstream AEC ap-
plications. As the integration scope is very wide, this study aims at a
cloud AR application which supports on-line access and collaborative
use. Our current research focus is to explore the feasibility of AR in
novel cloud form, by integration with BIM and SNS (social networking
services) applications. Initial outcome is a cloud AR formalization spec-
ifying its components and mutual relationship, and a preliminary im-
plementation to get a proof of concept. Nevertheless, there would be a
long way before a full-edged cloud AR application coming into truth,
as some key AR techniques (such as registration) are still open ques-
tions. This research is part of a bigger effort to make construction life
cycle more intelligent in an ongoing project called LubanWay, which,
following our 10 years' building software development endeavor, is
carried out from Jan. 2008 and consists of three academic and three in-
dustry partners in Shanghai, China.

2. Overview of related work and technology

In 1999, S. C-Y. Lu et al. [6] presented a comprehensive survey on
Virtual and Augmented Reality (VAR) technologies for product realiza-
tion, inwhich valuable roadmapsweremade for AR research. Some im-
portant directions are listed in below: (1) from human point of view, a
useful VAR system in practical applicationsmust: be easy to use; accom-
modate a wide variety of human sizes; not cause fatigue or induce nau-
sea; not require long periods of adaptation; (2) VAR technologies can
affect each stage of product life-cycle, and bridge geographical gaps be-
tween collaborators by virtue of Internet, which is achieved by integra-
tion of VAR systems and product datamanagement systems; (3) “at the
center of all VAR systems is a digital model of the alternate world” that
the systems try to represent. “Components of a complete VR system are
all related to the creation, storage, manipulation, simulation and pre-
sentation of this digital model”. Requirements to this model and its
modeling environment are very high; and (4) a centralized CAD data-
base is possible and preferable for VAR to be applied to the entire life
cycle of AEC process.

These directions retain significant meaning today for developing AR
systems, and in away,well answered the question ofwhy littlematured
AR system in AEC practice: the “digital model” and “project data man-
agement system” are quite immature in the past, whichmakes integra-
tion with AR an unrealistic task. However, new opportunities emerge
with current technologies. In this research, a video-based, on-line AR
application supporting multiple-user collaboration is proposed. This
proposed application is seamlessly integrated with our proprietary
as-built BIM (the “digital model”) tools and ‘business social networking
services’ (BSNS, the “project datamanagement system”) platform, stor-
ing and retrieving on-site images/videos in a unified logically
centralized database. To the best of the authors' knowledge, there is
no exact same research work as ours existing. For example, reported
AR systems in [13,15–20] mainly focus on either tracking, registration,
calibration, optical hardware, or other technical issues in specific con-
struction field. In relation to one or several technical aspects, there are
similar ones, some of which are examined in the following.

Technologies used in this framework mainly include: vision-based
registration, web3D, BIM, SNS, and cloud computing. These technolo-
gies are at large not adopted by current AR systems.

To be more widely used in practice, it is critical for AR system to
utilize virtual objects from in-use construction applications, e.g.,
BIM, the state-of-the-art construction data management technology,
which originated from Computer Aided Design (CAD) and firstly deal
with digital 3D graphic models. Although BIM is studied from various
viewpoints [21–27], it is rarely examined as virtual object source for
AR applications. Web3D technology, proposed by the open commu-
nity of web3D Consortium, aims at promoting effective integration
of 3D model with Internet/web and has now become an open ISO
standard [28]. Developed in a broader context, web3D contains no
specific features for AEC industry. However, some recent researches
have noticed its great potential benefits. For example, in [29] the au-
thors analyzed the combination possibilities and advantages of BIM
and web3D and recommended the two communities to engage and
collaborate for an integrated file format. This proposal is somewhat
pioneering. However, the authors did not give further technical discus-
sions and implementations, as we have done in the proposed frame-
work. In [30], the authors proposed tangible interfaces for authoring
3D virtual scenes in AR environment. They used web3D ‘Virtual Reality
Modeling Language’ (VRML) format tomodel and store 3D objects. Sim-
ilar to our framework, they adopted vision-based AR and proposed an
authoring and publishing solution too. However, they did not put
their research under BIM environment. Neither did they give detailed
technical elaboration. In [3], the authors proposed a vision-based AR
registration method by selecting multiple planes in arbitrary positions
and directions in real world. This method did not require a prior knowl-
edge about multiple planes' geometrical relationship. The relationship
was automatically estimated by computing a “Projective Space” of two
selected reference images. That means, on construction site, users
only need to place two markers freely and capture the real scene, then
the augmentation can be accurately and automatically achieved. Users
can watch virtual objects from favorite angles by moving camera. This
method is elegant, easy for use, and can be extended to on-line applica-
tions by processing video stream at a frame rate of 10 fps, hence is
adopted in our research. Again, the authors did not conduct their
study under BIM background.

In another direction, collaboration requirements on AR system
can be fulfilled by integration of real project management applica-
tions with defined access control/ permission mechanism. In [31],
the authors proposed a collaborative system for product information
visualization and augmentation. Their design rationale shares some
similarity with ours. However, they limited their study in augmented
annotation context, i.e., it is more an AR browser than a complete AR
system. Moreover, no related access control mechanism is discussed.
SNS and Cloud computing are new technologies well supporting col-
laboration. In [20], the authors proposed a SNS based mobile AR. In
contrast with the introduction of access control mechanism in our
proposed framework, theymerely utilized the SNSwebsite of twitter
as a content finding database.

Our proposed framework and environment are based on solid prac-
tical foundations. Its characteristics mainly include: (1) web-based on
line AR; (2) mobile AR; (3) video/vision-based AR; (4) AR integrated
into as-built BIM applications; and (5) AR integrated into collaborative
construction project management platform. As the foundation and
indispensible contents of this integration research, we designed and de-
veloped a series of proprietary as-built cloud BIM tools, as well as a
cloud BSNS collaboration platform for AEC.
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3. Overview of proposed framework and system

3.1. Cloud AR for construction application

Cloud computing provides new opportunities for information system
development in AEC sector. It refers to “a model for enabling convenient,
on-demand network access to a shared pool of configurable computing
resources (e.g., storage, applications) that can be rapidly provisioned
and released with minimal management effort”[32]. Two cloud subjects
concerning this research are: (1) Software as a Service (SaaS): a
special-purpose software available through Internet which “does not re-
quire each end-user to manually download, install, configure, run the
software applications on their own computing environments”; (2) Com-
munity cloud: a cloud shared by “several organizations and supports a
specific community that has shared concerns” [32].

Applications in AEC sector are good candidates to be designed as
cloud, especially as SaaS cloud and Community cloud. In this re-
search, in order to study how AR technologies can be seamlessly in-
tegrated into existing AEC tools, we propose and develop a cloud
BIM engine and a cloud BSNS application first. An AR framework
and environment called Cloud AR for Construction Application are
then proposed and integrated into these clouds. In general, AR sys-
tems fall into two categories: optical AR and video AR. The differen-
tiation lies in the fact that in the former, users see real world scenes
directly, while in the latter indirectly, usually through images/video
streams taken by cameras. We choose to design a video AR, the rea-
son is two-fold: 1) it can keep on-site real scenes recorded and stored
permanently in pictures or videos, which can be used for further pro-
cessing such as sharing with multiple users, auditing, and future fa-
cilities maintenance. These processing are valuable to AEC industry,
which cannot be achieved by optical AR. 2) Video AR provides better
registration and more convincing augmentation effects as both real
and virtual objects are images/video streams [6]. It is more natural
and easy for construction workers to perceive both objects in one
mobile device's monitor. As registration errors are mainly caused
Fig. 1. Proposed framework a
by tracker system error and system lag, video AR can breakdown
video streams into frames and have more time to synchronize
these frames at system backend, hence better solve system lag
error issue. Although this method is more dynamic and demanding
in terms of continuous frame synthesis, some video blending tech-
niques (such as chrome keying) can process the augmentation
frame-by-frame and then render them in a reasonable flow rate
(e.g., 10 frames per second) by using video data as tracking indicator.
Therefore it supports on-line applications. Fig. 1 illustrates the pro-
posed framework and system architecture.

3.2. Formalization

As an abstract generation of this research, a formal description of
proposed Cloud AR for Construction Application is defined, which de-
pict key elements and their mutual relationship. A cloud AR is a
seven-tuple {\text{CARCA}}\left( {IR,VO,fa,AR,U,fp,fc} \right) , the se-
mantics of which is defined as follows.

IR denotes the image set of real world scenes. There are video
streams in practice. As a video can be decomposed into frames of
image, it is treated as images too in this formal norm.VO is the set of vir-
tual objects generated by an in-use BIM tool. fa is a mapping function
between IR and VO. It corresponds to the abstraction of authoring func-
tion. AR represents the set of superimposed objects, which is the value
domain of fa. In implementation it could be stored as either an indepen-
dent entity, or merely some combing information of VO and IR ele-
ments. U is the user set denoting users having access right to
superimposed objects. fp is the mapping function between AR and U,
which depicts a 1: N relationship denoting the share of one AR element
bymany users. It corresponds to the abstraction of publish function. fc is
the mapping function between U and AR, which depicts a 1: N relation-
ship referring to simultaneous accessing of several AR objects by a
higher rank user according to his business role. It corresponds to the ab-
straction of composition function. The working flowmechanism of pro-
posed framework and system are presented in Algorithm 1.
nd system architecture.
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3.3. Framework foundation: in-use BIM cloud and BSNS cloud

This proposed framework consists of three interweaving parts:
on-line AR, BIM cloud, and BSNS cloud (called MyLuban), which are
integrated together so that AR can use real construction graphics
from BIM and permission mechanism from BSNS. This section briefly
introduces some BIM and BSNS knowledge regarding AR integration,
such as 3D graphics generation and storage in BIM. For more details,
we introduce them in another paper [33].

Our BSNS depicts the AEC sector's complex relationship in real
world and act as a cloud project management data sharing platform
for multi-disciplinary project teams and construction firms. It bears
three features: (1) it has normal data collecting functions as well as
SNS functions such as sharing information, establishing group, and
discussing topic, through which users can communicate with
strangers of common interests in other organizations; (2) a dynamic
self-organized enterprise-sector-project-employee organizational
structure, and a series of construction specific functions such as pro-
ject monitoring, schedule control, and work breakdown structure
(WBS), which enables collaborative performance of daily construct
project works; and (3) a strict privacy and access control mechanism
based on Role-Based Access Control (RBAC), which makes it suitable
for business application instead of social activities.

As the designed AR virtual object source, three as-built BIM tools
(civil engineering BIM, steel bar BIM, and installation BIM) are devel-
oped, which have the same client–server architecture and a unified
storage mechanism. They are further encapsulated into web
plug-ins to MyLuban and deployed as SaaS cloud application.
HOOPS 3dGS™ (Graphics System) toolkit is adopted to generate 3D
models; extensions are made to HOOPS through defining auxiliary
classes (including attributes such as project fingerprint, level, posi-
tion, and layer). Hence additional attributes are bound on 3D models
and project engineering data are divided into two groups: geometric
data (geometric models binding with extended attributes) and
non-geometric data (other related engineering information such as
bill, quota, component category, pricing mode, and floor). The former
is grouped and stored in a HOOPS file by floor identifiers, i.e., all com-
ponents in same floor form one file. The latter is stored in a relational
database (e.g., SQL Server™, Oracle™) because it is more robust in
depicting and storing large amount correlated information.

In order to effectively store HOOPS files, an open source NoSQL da-
tabase of MongoDB is chosen. It is a distributed file system, most sim-
ilar to relational database, and support cloud computing [34]. We
further integrate relational database andMongoDB through designing
a handler of GUID (Globally Unique Identifier) [35], which is generat-
ed by purpose-developed script engine when a HOOPS file is created.
After generation, it is then automatically written as a HOOPS file attri-
bute and registered into the relational database tuple in meantime.

Project management data gathered by MyLuban are stored in the
same relational database. As embedded in MyLuban, data used in pro-
posed AR environment are stored in these two databases. In order to
get a logically centralized database, UID (username) are designed as
foreign key to navigate between the two databases. Therefore, related
AR overlays and BIM models can be automatically visited in project
management activities through MyLuban, and vice versa.

4. AR on line

4.1. Basic implementation

The fundamental task of proposed framework is to design an
on-line AR. To accomplish this, virtual objects need to be displayed
and manipulated on web. Web3D is an excellent candidate in this re-
spect. Its file format is VRML previously and now extensible 3D (x3d),
with the latest specification of v3.3. The following part briefly intro-
duces some knowledge concerning proposed framework. For more
details about x3d, please refer to [28].

x3d in itself is a XML based file format, whose basic elements are
X3DNODE and X3DFIELD. Nodes can contain specific fields with one
or more children nodes which may, in turn, contain nodes. Hence
forms a hierarchy of nodes (called scene graph), which is the basic
unit of the x3d run-time environment. This hierarchy contains all
the objects as well as their relationships, which are contained along
several axes. Another hierarchy, called transformation hierarchy de-
scribes the spatial relationship of rendering objects. A x3d file may
contain zero or more root nodes, which are not contained in other
nodes. The descendants of a node are all of the nodes in its fields, as
well as all of those nodes' descendants. The ancestors of a node are
all of the nodes that have the node as a descendant. An illustrative ex-
ample of a scene graph is given in below.



Fig. 2. Screenshot of rendering image to x3d box node.
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With regards to AR, x3d specification provides components such
as basic geometric node, CAD component, group nodes, and coordina-
tion transformation hierarchy.

As stated above, we adopt a video-based AR schema. The basic el-
ements that the systemmanipulates are 2D images taken by a camera
from construction sites and 3D virtual objects representing designed
construction components in x3d format. Developing such an AR sys-
tem means to find a way of accurately “blending” these two elements.

x3d does not directly support two dimensional images, although it
provides some 2D nodes. Given this, the first step is to address this
image compatibility issue. In the proposed framework, this issue is
tackled by creating a cube (a “box” node in x3d) and tiling its surface
with the image. First, a cube is created with three coordinates in the
form of (x, y, z). By pre-defining an appropriate parameter in z axis
(e.g., z=0.01), the cube is approximately viewed as a plane with
human vision perception. Second, using the “url” field in x3d
ImageTexture node, an image defined in which can be rendered to
box surface. Thus the manipulation of image is transferred to that of
corresponding x3d box node. An illustration of this process is shown
in below. Fig. 2 shows screenshots of this process.
With this 2D–3D image transformation, next step is to accurately
“blend” virtual construction components with transformed box sur-
facing input image. Technically, this is the open question of registra-
tion which would be detailed in the next section. We briefly present
some preliminary knowledge about x3d coordination transformation
here. Coordination in x3d is specified as a (x, y, z) triplet in a
right-handed, rectangular coordinate system. The coordinate system
in which the root nodes displayed is called the world coordinate sys-
tem. Correspondingly, x3d defines local coordinate systems for chil-
dren nodes in terms of transformations from ancestor coordinate
systems. This is realized by the group node of transform. A transfor-
mation hierarchy includes all root nodes and their descendants that
are considered to have particular locations in the virtual world. Part
of the transform node specification is showed below.
4.2. Registration and tracking

In application integration scenarios, virtual objects to be displayed
in AR system may consist of several construction components from
in-use BIM engine. We choose to organize these components into
one root node by x3d “grouping node”, through defining offsets be-
tween world and local coordinate systems. Therefore, the registration
issue is simplified to alignment of one image versus one virtual object.

Registration in this proposed framework is divided into three
steps: (1) an automatic initial registration to align the image and vir-
tual objects; (2) an automatic mapping of the first step in x3d; and
(3) an additional manual fine registration to optimal alignment, if
users feel needed.

The initial registration is a well studied open question; plenty of
research findings have been reported on this issue [3,36,37]. In
video-AR systems, this registration corresponds to computing virtual
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objects' 2D coordinates in background input image. Although called
“initial”, it must provide a fairly accurate alignment effect. We choose
a method proposed by [3] after a careful literature examination, in
whichmultiple planes are identified from an input image to get better
registration accuracy and simultaneous tracking stabilization. These
planes can be in arbitrary positions and directions. For each plane i,
an independent 3D coordinate system (Xi−Yi−Zi) is designated.
One plane is selected as a base plane with the special coordinate sys-
tem of (Xbase−Ybase−Zbase), in which the coordinates of the virtual
objects are described. The input image is designated to a 2D coordi-
nate system of (x−y). The method introduces a virtual space
(P−Q−R), which is a 3D non-Euclidean coordinate system, defined
by project reconstruction of two reference images, i.e., one same real
world captured from two different viewpoints. The method works
like follows: first, each plane i is projected to the virtual space by
computing a transformation matrix Ti. The projection of the virtual
objects to the virtual space could then be calculated by Tbase. Second,
transformation matrix Pi

WP is computed for each plane i, which pro-
jects (Xi−Yi−Zi) to (x−y) by making Zi=0 and then compute a ho-
mograph. The following equation holds:
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in which the coordinate (P−Q−R) is projected into (x−y) by each
Pi. All Pis should coincide with each other and therefore could be in-
tegrated into one unique P. With P and Tbase, the virtual objects could
be projected into the image.

In our research, we select two reference images/planes by freely
placing two barcode markers in real scene, and realize single frame
image augmentation in which virtual object can be successfully
Fig. 3. Screenshot of
overlaid to on-site picture. As would be discussed in Section 5.1, the
barcode markers are also used for authoring virtual objects in BIM
tool at meantime. For the registration accuracy and for more details
about this initial registration, please refer to [3].

The multiple-plane method also uses mutual-reference of video
frames as tracking mechanism and supports on-line video stream
augmentation at a frame rate of 10 fps. In that case video stream are
decomposed into frames, the planes appearing in different continu-
ous frames correspond to tracking information. Currently we do not
implement the video stream augmentation yet due to research sched-
ule. As stated in Algorithm 1, we use a stack to store the decomposed
frames and process the frames one by one. Replacement of a frame is
further implemented by combination use of x3d Anchor node and
in-line node and time sensor.

To apply this method in second step, two specific coordinate ques-
tions arise: (1) designation of virtual object coordination in real
world (image coordination); and (2) projection of computed image
coordination to x3d displaying coordination. The first question is an
application specific issue. In AEC sector, an important subject is to
compare as-built 3D status with as-designed one. In such cases, the
coordination of as-designed objects to be designated in real world
should be the same as the as-built component. However, the initial
directions of virtual objects may still need to be adjusted manually;
this can be done in fine registration step. For the second question,
we designate the virtual object as a root node, and insert the box
node (whose surface is the input image) as one of its children.
According to the x3d transformation hierarchy, coordinates of virtual
object are in world coordinate system. Suppose they are (X1,Y1,Z1). The
box coordinates in the same coordinate system are computed by the
following formula: (X1−x,Y1−y,λ Z1), in which X1−x,Y1−y pre-
scribes the planar offset between image and virtual object; λ is a pa-
rameter which adjusts the offset of image and virtual object in Z
coordination. These parameters are finally written into a transform
fine registration.
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node, i.e., ancestor of the box node. The default value of λ is set as 1/2,
which means that the image is embedded in the middle of the virtual
object. λ can be accurately manually adjusted by inputting a digital
number in a textbox later. In this way, the occlusion issue is processed
by using web3D's intrinsic mechanism: image is in fact tiled on the
surface of box node, which is a 3D component; when λb1, the virtual
object to be augmented is “insert” into the 3D box node, which blots
out the insertion part automatically.

After these two steps, an overlay mixture of input image and virtual
objects can be automatically presented before users. For some cases,
there may be further adjustments. Although some researchers argue
that this should be avoided in AR system, in AEC sector thismay be a spe-
cial domain requirement because it can help users compare as-built and
as-designed 3D status frommultiple viewpoints andwith a high accuracy
demand. This manual adjust function provides opportunities for users to
combine their personal expertise. The fine registration process can be
performed in four dimensions: X, Y, Z, and a rotation scale. The former
three adjusts the offset between image and virtual objects; the last one
processes the augmentation as awhole by rotating it in different view an-
gles. They are realized by amodification engine, in which users canman-
ually adjust the (x, y, z) coordinates in the transform node which
comprise the box node. A screenshot illustrating the fine registration pro-
cess is shown in Fig. 3. System captures coordination of a virtual object
and cascades them with below textboxes. Following their expertise and
judgment, users can drag selected virtual object by mouse, or directly re-
vise the three (x, y, z) coordination and rotation coordination in textboxes,
until they feel satisfiedwith the alignment effect. The registration accura-
cy can reach a scale of 0.01° with digital number input.
5. AR for practice

5.1. Integrating AR and BIM

Integrating with as-built BIM tools and utilizing real construction
data is one big advantage of our framework. In order to effectively in-
tegrate AR and BIM engine, we locate three issues to be addressed:
(1) the virtual objects used in AR should come from those in BIM, ei-
ther directly or indirectly; (2) given an on-site image, locate its corre-
sponding virtual objects in BIM, i.e., authoring; and (3) the storage of
the overlay information.

For the first issue, neither virtual object provided by existing BIM
tools, including Autodesk, Bentley, and our HOOPS, can be combined
with image directly. There must be some transform process between
BIM virtual objects and AR ones. This transformprocess is accomplished
automatically by a self-developed translator script from HOOPS to x3d.

A further question regarding this issue is BIM version management.
BIM supports lifecycle collaboration amongmulti-disciplinary users. As
a result, a BIM image may be revised iteratively and formed different
versions. For the same virtual objects to be mixed in AR, there may be
several storage locations denoting different BIM versions. Apparently,
the correct version should be selected. The storage and management
of BIM versions is a sophisticated issue. In our context, version is defined
as a unique identifier to not only BIM geographical files/non-graphical
records, but also related projectmanagementfiles/records. It is formally
described as a Generalized List UTs(gc,gp,gpr1,…,gprn,T,B,N), where U de-
notes username (creator of this version), Ts denotes timestamp of ver-
sion generation, gc denotes GUID of this version, gp denotes GUID of this
version's parent version, gprl to gprn denotes reference versions, T de-
notes tags related to this version, B denotes branches related to this ver-
sion, N denotes notifications from each user related to this version.
We further define a construction data version container CDV,
which is formally described as a Dynamic Generalized List series:

CDV
ð Þ
UTS
UTS;CDV1;CDV2;…CDVnð Þ

:

8<
:

Based on these definitions, a complete version of management
mechanism including insert, update, and retrieval (traverse) algo-
rithms is proposed and implemented. The default BIM versions to
be mixed in AR are marked with a tag in the Generalized list. For de-
tailed introduction of BIM version management, including how this
mark process functions, please refer to our other paper [33].

For the second issue, we developed a special 2D barcode mecha-
nism for authoring. It consists of two processes of encoding and
decoding. The encoding function establishes a mapping between
identifier of virtual objects and its location in real construction site.
The identifier is designed in the form of (HOOPS file name, construc-
tion component IDs), in which HOOPS file name indicates specific
floor number. The barcode is printed in common paper and placed
at exact location of construction site. When using the proposed AR
system, users take picture of this barcode with a mobile device and
send it to application server. By receiving the barcode picture, a
decoding module is triggered which scans and parses the image pat-
tern to get parameters of HOOPS file name and component IDs. These
parameters are sent to BIM database for inquiry. Target virtual objects
can be located and rendered in BIM engine. Meantime, they are
transformed into x3d file format.

For the third issue, the transformed x3d files and the images/infor-
mation for augmentation are stored correlating with BIM and BSNS.
As stated in Section 3.3, they form a logically centralized database.
First, the image and x3d file to be mixed together must be stored in
one file folder to avoid display error. Implementation of this design
strategy is straightforward. For efficiency, a strategy is further defined
to be in monthly interval, i.e., images and x3d files produced in one
month are stored in the same folder. Second, we design a triplet
(username, timestamp, GUID) to establish links between HOOPS file
and x3d files. Username and timestamp are automatically designated
as part of a x3d file name when a transformation occurs, meanwhile,
GUID of corresponding HOOPS file is stored as a x3d file attribute. Fi-
nally, the x3d file name and attributes are stored in the relational da-
tabase as BIM and BSNS do. Fig. 4 illustrates the entire storage
mechanism, in which the fields of USERNAME, HOOPS id, CURRENT
GUID, and PARENT GUID are used as foreign keys navigating database
tables.

5.2. Publish and composition: integrating AR+BIM and BSNS

Publish and composition functions are another big advantage of
proposed framework, which solve the collaboration issue in AR. Pub-
lish issue, in this research, refers to the exhibition of Augmented Re-
ality overlay to multiple users at the right time. Composition, on the
other hand, refers to a simultaneous exhibition of multiple Augment-
ed Reality scenes produced by different users to one designated user.
These functions are based on the integration of AR and BIM, and fur-
ther integrated with our BSNS. They both need the support of BSNS's
organizational structure and access control mechanism.

Traditional information systems cannotmaintainmultiple organiza-
tional structures in one application. To solve this problem, we design
four categories of user accounts in BSNS cloud: individual account, pro-
ject teamaccount, sector account, and enterprise account. Each category
account is an independent working unit and can be registered freely
and independently. The establishment of organizational structure is re-
alized by executing two atom operations: “join” and “removal”. In
backend, the changing organizational structure is processed by a Gener-
alized List too [33]. Self organizing mechanism provides great probabil-
ity and flexibility for multiple organizations working in one application.
It provides necessary foundation for successful industry level cloud ap-
plication. It creates andmaintains organizational structure in a dynamic,
bottom-up and decentralized manner. Each account is in charge of his
scope independently.

Access control strategy in BSNS cloud consists of two parts: global
and personalization. The basic global policy is designed in line with



Fig. 4. Illustration of data storage in CARAC.
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Role Based Access Control (RBAC) [38]. Personalization policy is
designed according to user authorization. The mechanism is
implemented in a decentralized manner; no single organization or
user is responsible for the management of the overall access permis-
sions [33].
Fig. 5. Screenshot of
These organizational structure and access control mechanism enable
collaboration functions to be correctly performed in our cloud AR frame-
work. The following Algorithm 2 and Algorithm 3 illustrate how publish
and composition work, which correspond to fp and fc in formal descrip-
tion respectively.
AR composition.

image of Fig.�4
image of Fig.�5
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Fig. 5 illustrates the screenshot of a composition function. A pro-
ject manager wants to check the security and install work. With
these two input usernames, four related augmentations stored in da-
tabase are queried and presented; filenames are shown in the form of
“username+timestamp”.

6. Implementation and case study

We have developed an in-use BSNS application, three in-use BIM
tools, and a preliminary AR online system, which jointly establish an
integrated cloud environment. BIM engine is developed with C++
VS2005 and HOOPS-1800 3dGS™ toolkit. BSNS is developed with
Java jdk 1.6, tomcat 6. AR system is developed with Java jdk 1.6,
web3D x3d v3.3 and embedded into BSNS. A Single Sign On compo-
nent is developed with Java jdk 1.6, which ensures users login once
while accessing all the three systems. File translator from HOOPS to
x3d is developed with C++ VS2005. Currently only limited scope of
components is supported due to BIM graphics complexity. Databases
are Oracle 11 g SE and MongoDB 1.8.0.

We conducted an Alpha-version test on this cloud AR implemen-
tation. The test was performed in a real construction project: Mansion
of Shanghai Center; its general contractor, Shanghai Construction
Group (SCG), subscribed our in-use cloud service of BIM and BSNS.
A project account of SCP (Shanghai Center Project) was created and
joined the enterprise SCG account in BSNS. Project manager, quantity
surveyors, HVAC engineers, and water-supply-drainage engineers
registered individual accounts, joined SCP account, and form a minia-
ture hierarchical organization structure. Their access rights were des-
ignated accordingly. As a value-added service, AR functions were
tried in on-site installation process. Before the test, initial installation
models were built using cloud BIM tool. They were then revised 56
times and 72 installation model versions were generated, during
which collision checks were performed to avoid model confliction. Fi-
nally a baseline model was agreed by all participants.

Test scenario was chosen on 16th floor, where two components of
wind pipe and water-supply-drainage duct were selected from floor
model. Floor version name and component IDs were encoded into
barcode and printed on papers. On construction site, a quantity convey-
or used an iPad2 logged in BSNS, took a picture of the barcode marker
and uploaded it to the system. At server end, the system decoded this
barcode image, queried database, found the target components, and
transformed them to x3d models. The quantity conveyor then took pic-
tures of the installation position (where the two barcode marker copies
were placed at will serving as reference planes), uploaded them to the
system, and designated publish to three persons: project manager, a
HVAC engineer and awater-supply-drainage engineer. The systemauto-
matically tiled the picture to a x3d box node, registered it with
transformed x3d components, and generated a new augmented x3d
file version. These augmented information were stored in database
automatically. During installation process, the HVAC and water-
supply-drainage engineers logged in cloud BSNS, checked their task
schedule, and got publishedmixed augmentation, which clearly indicat-
ed installation positions of different pipes. They turned to refer these AR
augmentations bymanually rotating them in various angles, with an ac-
curacy of 0.01 scale degree, getting further knowledge about the right
installation sequence, places and material size from BIM database.
Each engineer repeated this augmented process after his installation
by taking on-site pictures and barcode. In off-site office, quantity con-
veyor/project manager input the test floor number, which triggered
composition function and displayed all the three augmented views in
one window. By browsing and checking these views, he knew the pipe
installation status, judged installation quality, and concluded that the
whole on-site installation process was finished in line with design re-
quirements and reached acceptance standard. In the testing moment,
our system only supported the transformation of these two categories
of simple component (exhaust duct/ air inlet pipe, service pipe/drain-
pipe) into x3d files; proportion and initial directions of virtual compo-
nents were made manually after system registration. Even though, it
demonstrates the three big advantages of our cloud AR environment
compared with other approaches. First, it is rendered on web, accessed
through Internet and merged with BIM and project management sys-
tem, rather than an isolated desktop AR system. Therefore the virtual
data used is from real construction project, as in the test case 3D pipe
models, types, and sizes are from as-built BIM and BSNS. Second, it pro-
vides extended manual alignment function with an accuracy of 0.01
scale degree, which provides great flexibility for users combing their ex-
pertise in on-site construction performance. Third, the unique publish
and composition functions allow one augmented model shared by dif-
ferent roles simultaneously according to their permission rights, as
well as multiple augmented models rendered in mean time before one
specific user for purposes such as audit, as in this test case project man-
ager/quantity conveyor audited installation process jointly performed
by HVAC and water-supply-drainage engineers. To the best knowledge
of the authors, none of the three functions is reported in previous ap-
proaches. This test proves that preliminary as our cloud AR framework
is, it can utilize as-built BIM virtual objects through internet access,



46 Y. Jiao et al. / Automation in Construction 33 (2013) 37–47
support multi-disciplinary collaboration with different roles and ac-
cess rights, and render augmentation in monitors of PC and mobile
device such as iPad.

Each implementation technology has its strengths as well as its
weaknesses; it is the specific application needs that affect different
design choice [6]. We choose web3D technology because, compared
with other standards such as Industrial Foundation Classes (IFC), it
is naturally and intrinsically on web; it can be easily accessed by mo-
bile devices and integrated with other in-use AEC applications, such
as BIM and PMS. Further, x3d provides more consistent ways to inte-
grate non-spatial “multi-media” data into graphics construction com-
ponent, which can better support BIM. In contrast, IFC file is ASCII,
large in volume, lacks multimedia data integration, and hardly to be
effectively managed and rendered in real-time. Our current cloud
AR application implementation is as yet preliminary because web3D
technology is not AEC domain specific; a full translation from
HOOPS graphic model to x3d scene graph needs more work. Never-
theless, the obstacles are lessening as web3D community is paying
more attention to collaborate with AEC community. Newly establish-
ment of web3D AR Working Group could exemplify this trend [28].

7. Conclusions and future work

AR has been introduced to a number of applications in AEC field
with its potential value in areas such as progress monitoring, cost
control, conflict avoidance, and tenant management. Much work has
been conducted on AR techniques research and development. How-
ever, little effort has been laid on its broader application of integrating
with other in-use AEC applications.

In this paper,we propose and develop an integrated cloudAR frame-
work and environment, which focus on the key applying issues of us-
ability, virtual object sourcing, and collaboration. We present our
design rationale in a formal description and three algorithms. The pro-
posed framework consists of a cloud BIM engine, a cloud BSNS applica-
tion, and an on-line AR system. It utilizes web3D to render virtual
objects, which originate from in-use BIM models. We adopt a multiple
plane based automatic registration method, realize it in x3d context,
and extend it by an optional fine registration step to improve accuracy
and fulfill on-demand adjustment. Based on BSNS organizational struc-
ture and access control mechanism, we present publish and composi-
tion algorithms to ensure collaborative AR functions. Case study
proves that this cloud AR can utilize real construction data from
as-built BIM; by these algorithms an AR scenario can be designated to
multidisciplinary users, and a user can monitor multiple AR scenarios
created by different users. The proposed framework and system sup-
port special requirements (usability, sourcing virtual objects from
BIMs, and collaboration) raised by broader application of AR technology
in AEC domain; it is suitable and promising to be further extended and
developed as daily tools in industrial applications.

Future work mainly includes: further implementation of video
stream augmentation based on current image/singe-frame processing;
improving our system to a larger scale of web3D embracement, such
as more flexible graphics processing capacity, more robust translation
ability from BIM models to x3d, and adopting new x3d specification.
As web3D technology in itself is actively evolving, development of
new features regarding AR application in AEC domain is on the way.
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